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Celebrating 20 Years of MAX
1999 - 2019
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MAX Focus on Thematic Activities

MAX Strategic Plan
2019 - 2024

e MAXimizing the next five years

Intelligent Edge * MAXedge — formalizing the edge as a service point,
adding resources and bringing on customers

Optimizing the Network e Optimizing the MAX network topology

National Science Platform e Staying engaged in the national conversation on an
advanced science cyberinfrastructure platform
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MAX Strategic Plan 2019 - 2024
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Six Strategic Goals

GOaI 1 Advanced Networking, Operational
Excellence, and the MAX Network Footprint

Flexible Transport, Security, and Intelligent
Goal 2 Edge Services

Goal 3

Customer Engagement and Partnerships

Goal 4

Research and Development

Goal 5

Financial Planning and Competitive Value

Goal 6

Marketing, Sales, and Communications




Ensuring Currency and Relevance of the Plan
3+2 MAX-Checkpoint

MAX-
-
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e Implementation
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The Four MAX Pillars
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MA> Geography

MID ATLANTIC CROSSROADS

Baltimore, MD #2 >/~ Baltimore, MD #1
Rockville, MD #1 '

Rockville, MD #2 = ~/Silver Spring, MD
Ashburn, VA~ >’ College Park, MD #1
Reston, VA =" -, ~'College Park, MD #2

McLean, VA™’ 3% “Washington, DC - NE

Arlington, VA #1—7' Washington, DC - NW #1
Arlington, VA #2/ Wachinatan NC - NW #2




MAX Production Network Topology
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MAX Research Network Topology
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MAX Cyberinfrastructure Platform by the Numbers

MAX optical (DWDM) network

e Current capacity: 88 lambdas
® Deployed 100G lambdas: 13
e Current deployed 10G lambdas: 25

¢ Deployed alien 200G lambdas: 2 (plus 1 pending)
e Temporary SC18 alien 200G lambdas: 4
® Deployed alien 10G lambdas: 6

MAX routed network
® Backbone Capacity: 200 Gbps

e External traffic off-load capacity: 450 Gbps




MAX Network Peering

National Mission  DREN (DOD) ¢ ESnet (DOE) e Internet2 (12) ¢ NASA—NISN
Networks 2 DR (et

LG EL N ETRN S8V T014 ] « ACE/GEANT (European R&E network)
at WIX * SINET (Japanese R&E network)

Higher Education and

¢ MDREN e Network Maryland
State Networks

Cloud and CDN
Networks

e Apple ® Amazon/AWS e Google ® Netflix

(0o 12 pq Lo Lo [IATAN\[=147T/613 (&3 o CenturyLink © Cogent e Telia Sonera ® Zayo
and Datacenters on-net Rl CulRES IR L INDY

Trusted Internet * In partnership with NOAA, MAX hosts a TIC and offers TICAP
Connection (TIC) services
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MAX Services

Layer 3 — IP Routed (R&E) Service
1G
10G
100G

Layer 2 — Ethernet Transport Service
1G
10G

Layer 1 — DWDM Transport Service
10G
100G

Data Center

Access to on-net data centers

IP Commodity Routes
Commercial Providers
TR-CPS
Advanced Services
MAX AWS Direct Connect
Research Network Connection
MAX Platinum Service
Access to multiple services
Other Services
Rack Colocation Space
Machine/Virtual Machine Hosting

Remote Hands



MAX Services

Washington International Exchange (WIX)
10G
100G

Next Generation Internet Exchange
(NGIX)

1G

10G

100G
HPC Offering

Compute Cloud and Custom Solutions

Security

DDoS

TiCAP

MAXedge Services

Intelligent, advanced, and
innovative edge services (compute,
storage, cloud connect,...)

Managed Alien Wave Services

Managed and Facilitated Alien Wave
Optical Services



MAX Service Panel
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SuperComputing 2018 Dallas
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Global DNS Root Services

Global DNS Root Cloud

Service

S~ DNS Root

DNS Second-Level
Domain

DNS subdomain

Client machine

UMD operates D-root and has been a steward of this global service
since November 18, 1987.

One of 12 global organizations that operate 13 root DNS servers
1000+ DNS root server instances in the global DNS root cloud

Cogent Communications

Internet Corporation for Assigned Names and Numbers (ICANN)
Internet Systems Consortium

NASA Ames Research Center

Netnod

Réseaux IP Européens Network Coordination Centre

University of Maryland

University of Southern California

(ORI IERn N =

U.S. Department of Defense Network Information Center
10. U.S. Army Research Laboratory

11. Verisign

12. WIDE Project and Japan Registry Services

From 2015-2018 UMD co-chaired the global advisory committee — Root
Server System Advisory Committee (RSSAC) — to the ICANN board to
advise on matters pertaining to the security and stability of the global
DNS root server system.

Useful URLs:
e http://root-servers.org/
e http://icann.org/

* https://en.wikipedia.org/wiki/Root name server




2019 D-root Average Daily Queries per Second
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Winnipeg, Canad

DNS Queries to D-Root on April 8, 2019: 9,568,164,314

Ottawa, Canada:

—
= [Toronto, Canada: 2]y

Milwaukee, WI: 2
[

Frankiurt, Germany: 8 || Berlin, Germany: 2

“[ siegerland, Germany: 2

Amsterdam, Netherlands: 8

o

Dubiin, ireiand: 4|

Paris, France: 8

Tampere, Finland: 2

Vitnios, Lithuania: 2
Klangenfurt, Austria: 2
Kiev, Ukraine: 2

Belgrade, Serbia: 2

Zurich, Switzerland: 2
B

Bucharest, Romania: 2

\
Kathmandu, Nepal: 2
\

Paro, Bhutan:

Dhaka, Bangladesh:

lyon, France: 2

- Coll k, 3
ollege Park, MD: 4
/ Mclean, VA: 4 |
/ < Richmond, VA: 2

Marseille, France: 2

Barcelona, Spain: 2
[Lisbon, Portugal: 2

‘Madrid, Spain: 2 e —
i
e | ’ .
[Goza, P
o : ‘

7 \

Dakar, Senegal: 2

Grenada: 2] [Banjul, Gam

Port of Spain, Trinidad: 2|

Monrovia, Liberia: 2
‘Abidjan, Ivory Coast: 2
Accra, Ghana: 2

Lome, Togo: 2
Cotonou, Benin: 2 I§
- Jakarta, Indonesia: 4

[ s ]/
Guayaquil, Ecaudor: 2

Libreville, Gabon: 2

Kinshasa, Congo: 2

‘Windhoek, Namibia: 2

Saldanha Bay, South Africa: 2

La Paz, Bolivia: 2
Arica, Chile:
Harare, Zimbabywe: 2

Asuncion, Paraguay: 2

Santiago, Chile: 4
Sydney, Australia: 2

Wellington, New Zealand: 2

Maputo, Mozambique: 2

Durban, South Africa: 2
Johannesburg, South Africa: 4
Gaborone, Botswana: 2

/ YPosados, Argentina: 2
Rosario, Argentina: 2
Bucnos Aires, Argentina: 2

Cordoba, Argentina: 2

Neuguen, Argentina: 2

Cape Town, South Africa: 1

D-Root Locations |

Countries: 89
Cities: 151
Instances: 419
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The Cycle of Research, Development and
Advanced Services
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From Innovation to Service

‘ Research -‘ Production




MAXedge — a highly resourced intelligent edge service
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