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MAX Focus on Thematic Activities

Meeting the needs of the MAX community by
Network Infrastructure and expanding infrastructure footprint and capabilities

Service Expansion

Ad dCland S it Continue to research and define advanced and
va.mce el el security services (Cloud access, HPC, TICAP, DDoS,
Services )

More focus on software defined intelligent

SOftware Deflned Resources resource orchestration and automation

and Services Strategy

Establishing strategic and synergistic partnerships

Strategic Partnerships







MA™ Geography

MIDATLANTIC CROSSROADS

Baltimore, MD #2~/~ ' Baltimore, MD #1
Rockville, MD #1 >/

Rockville, MD #2=" ~/Silver Spring, MD
Ashburn, VAZ > College Park, MD #1
Reston, VA =" .. ~'College Park, MD #2

McLean, VA >’ . . '\Washington, DC-NE
Arlington, VA #1 7% 1\ “Washington, DC - NW #1
Arlington, VA #2 Washington, DC - NW #2




MAX Network Topology
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MAX Service Panel
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MAX Cyberinfrastructure Platform by the Numbers

eBackbone Capacity: 200 Gbps
eNormal traffic: 35 Gbps
ePeak traffic: 65 Gbps

eExternal traffic off-load capacity: 430 Gbps

eNormal traffic: 75 Gbps
ePeak traffic: 160 Gbps

MAX optical (DWDM) network R
eCurrent capacity: 88 lambdas (Each lambda can be 10G or 100G in speed)
eCurrent deployed 100G lambdas: 12 plus two additional for SC17 = 14 total
eCurrent deployed 10G lambdas: 25

J
MAX routed network )




MAX Network Peering

National Mission e DREN (DoD) ¢ ESnet (DOE) ¢ Internet2 (12) ¢ NASA-
Networks NISN ¢ N-Wave (NOAA)

T QB ELR AT 61 <3 o ACE/GEANT (European R&E network) ¢ SINET (Japanese
at WIX R&E network)

Higher Education and

e MDREN ¢ Network Maryland
State Networks E

Cloud and CDN
Networks

e Apple e Amazon/AWS e Google ¢ Netflix ® [Azure, GCP]

0005l lele 1A [S416]{ 145 o CenturyLink e Cogent e Level3 e Telia Sonera ¢ Zayo
Sl Lol Dol i 4 e akipl=an * ByteGrid e Coresite ® Centurylink ® Equinix e Level3

Trusted Internet * In partnership with NOAA, MAX hosts a TIC and offers
Connection (TIC) TICAP services







MAX Services

Current Services

Layer 3 — IP Routed (R&E) Service
1G
10G
100G

Layer 2 — Ethernet Transport Service
1G

10G

Layer 1 - DWDM Transport Service
10G
100G

Data Center

Access to on-net data centers

Current Services

IP Commodity Routes

Commercial Providers
TR-CPS

Advanced Services

MAX AWS Direct Connect

Research Network Connection

MAX Platinum Service

Access to multiple services

Other Services

Rack Colocation Space
Machine/Virtual Machine Hosting

Remote Hands



MAX Services

Current Services Future Services

Washington International Exchange
(WIX)

10G
100G

Next Generation Internet Exchange

Software Defined ScienceDMZ

Advanced Hybrid Cloud Service

Cloud Orchestration

Edge Cloud Connection

(NGIX)
1G

10G
100G
HPC Offering

Compute Cloud and Custom Solutions

Security
DDoS
TiCAP



HPC Initiatives



MAX Service Panel
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SuperComputing 2017 Denver




SuperComputing 2017 Denver

" Regional resource serying e Max
Participant community

" Buit upon technologie sy
those used in modern data centers

i |
this "cloudified Spviz" Provides a I " I
(A

[

",-. Vi!"nu'l

Scalable, multi-tenancy environment

Sauu
* Embedding this resource in
regional network allows the SD-
SDMZ to leverage rich connectivity
to advance cyberinfrastruct
provide new and ble




SuperComputing 2017 Denver

SD-SDMZ Services
| Advanced Hybrid Cloud (AHC) Service
On Demand, Application Specific, Hybrid Topologies which include
one of more of the following: g

{  Local Openstack Virtual Machine

topology templates for individual

tions/integration with other R&E cloud, HPC, data repositories, etc




Global DNS Root Services



Global DNS Root Services

U UMD operates D-root and has been a steward of this global service
since November 18, 1987.

:j::: AN :j:E: .j:E: :j:E: ) O One of 12 global organizations that operate 13 root DNS servers
L O 1000+ DNS root server instances in the global DNS root cloud

Cogent Communications

--------------------------------- Internet Corporation for Assigned Names and Numbers (ICANN)

Internet Systems Consortium

NASA Ames Research Center

Netnod

Réseaux IP Européens Network Coordination Centre

o DNS Root

DNS Second-Level
Domain

University of Maryland

University of Southern California

L XNV A WD R

U.S. Department of Defense Network Information Center

10. U.S. Army Research Laboratory

11. Verisign
12. WIDE Project and Japan Registry Services

U UMD and Verisign co-chair the global advisory committee — Root Server
System Advisory Committee (RSSAC) — to the ICANN board to advise on
matters pertaining to the security and stability of the global DNS root
server system.

O Useful URLs:
e http://root-servers.org/

Client machine

* http://icann.org/

* https://en.wikipedia.org/wiki/Root name server




DNS Queries to D-Root on April 19, 2018: 4,720,983,991

Tampere, Finland: 1 —

7 Prague, Czech Repubhc] Talln, Estonia: 1| £ 4

{
|

Frankfurt, Germany: s ‘ Klangenfurt, Austria: 1
e o

[ Berin, Gemany: 2]

—,4

«

Duhlm Ireland: 1

i’

N =
Roseau, Dominica: 1
[ 5an Jose, Costa Rica: 1] m 5t George’s, Grenada: |

1lv~

\
Saldanha Bay, South Africa: 2
Dt i '
' 4
Wellington, New Zealand: 1

D-Root Locations ,
Countries: 80 ‘ >’
Cities: 129
Instances: 323

>




Happy 30" D-root!




Happy 30" D-root!

"“ LI VERS

HAPPY BIRTHDAY, D-ROOT!II
Celebrating 30 Years of Root DNS Service

ity | Passion

7-Root has been managed by the University of Maryland si

-Root currently consists of 302 nodes located at 120 sites.
across a total of 74 countries!

The D-Root nodes typically handle around 4.9 billion DNS queries : ”" " " I

per day! o
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The cycle of innovation and advanced services
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MAX Focus on Thematic Activities

Meeting the needs of the MAX community by
expanding infrastructure footprint and capabilities

Continue to research and define advanced and
security services (Cloud access, HPC, TICAP, DDoS,

)

Soft Defined R More focus on software defined intelligent
ortware betine esources resource orchestration and automation

and Services Strategy

Establishing strategic and synergistic partnerships



New MAX Pilot Service Announcements

1. Advanced Hybrid Cloud Service

] Pilot Service on the “Protoduction” MAX Software Defined
Science DMZ (SD-SDMZ)

2. EdgeCloud Connection Service

[ Pilot Service across production infrastructures of Internet?2
AL2S, Washington International Exchange (WIX), and AWS

(AMAX and Internet2 Collaboration



From Innovation to Service

\

Research Protoduction Production

y-



Regional Based Software Defined ScienceDMZ

Other Campuses/Connectors

Regional
Network

University of Maryland

Campus Network

SDN Enabled
Network Perimeter
Firewall

Border
Router

SDN
Switch
ID:

s

LustreRouter

. O 9
LDeepthought2 HPC Facility-

perfSONAR
i DMZ.

MAX Juggernaut HPC Center at ByteGrid:

Amazon !a nm!c:nm
Web (i I8 B

Services | “Ammonwensenices

switch/router where per site/
project policy is enforced

LT
i
4 e
OpenStack Ceph
Cluster Parallel File
System

MAX Regional Software
Defined ScienceDMZ
College Park, MD

SD-SDMZ On Demand
Instantiated Services

Domain Science Specific
Toplogy L3L2)

AWS VPC e

with Storage

I

HPC Data Path

DTNs/Globus

H Extornal
Endpoints Connections
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EdgeCloud Connection Service

EdgeCloud Connection Service

AWS VPC

AWS VPC S3
Endpoint

AL2S W.IX AWS Direct

Layer2 Cross oMt \ws S East Region
Circut Connect (N. Virginia)

o Connect to AWS US East Region via AWS Direct Connect
from any AL2S Edge

o Orchestration of AL2S, WIX, and AWS Direct Connect
Provisioning

o MAX and Internet2 collaboration on Pilot Service



Global Environment for Network Innovations (GENI)
10-year anniversary!

Exploring Networks
of the Future

O virtual laboratory for exploring future internets at scale and their interactions with
society (www.geni.net)

QA large-scale experiment infrastructure.. GENI Resources deployed at over 60
Universities and other organizations throughout the R&E community.

MAX hosts an InstaGENI Rack, and is one of the facilities in the Federated
GENI Distributed Testbed

MAX involvement in GENI system development since 20009.

The MAX team - Tom Lehman and Xi Yang- developed:

* the GENI Stitching Architecture and the Stitching Computation Service (SCS).
Stitching enables the dynamic establishment of layer2 connections between GENI
Racks. There were over 1700 GENI Stitching events across AL2S in 2017.

MAX is also developing GENI Aggregate Managers to cover Software
Defined Exchanges (SDX) and Software Defined ScienceDMZs (SD-
SDMZ). This includes enabling access to public cloud providers via
standard GENI mechanismes.



MAX — Ciena Partnership



MAX — Ciena Partnership

Ottawa

MAX Network Toplogy Ciena Testbed
Hanover Starlight Montreal \
New
York

ace ==

GEANT

y

Ciena Waveserver
=t

100 Gbps

@ (pending)

partner
DWDM

e 100G
10G

amazon

webservices

MAX-RVRT
Brocade MLXe

MAX Rivertech Facility



MAX Edge and Cloud Services

Tom Lehman, MAX



