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Welcome to our participants, partners and guests!

Higher Education

Federal Labs and Agencies
Non-Profit Agencies
Corporations

Partners

Guests
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All Hands Meeting

September 25, 2014

College Park Marriott Hotel & Conference Center

3501 University Boulevard, East
Hyattsville, Maryland 20783

2" Floor — Room 2110
Breakfast

Executive Director’'s Welcome and
Opening Statements

Keynote Address

Executive Director’s Address

Refreshment Break

Innovation and Advanced Services

MAX — BYTEGRID Partnership

Lunch

Sponsored Research Projects

MAX Innovation Sandbox: Student Spotlight

Refreshment Break

Participants Forum

Closing Remarks

Tripti Sinha
Executive Director, MAX

Eric Denna
CIO & VP of Information Technology
University of Maryland

Tripti Sinha

Jarda Flidr
Director of Services, MAX

Tripti Sinha

Don Goodwin
Executive Vice President, BYTEGRID

Tom Lehman
Director of Research, MAX

Christian Johnson

Tripti Sinha to facilitate

Tripti Sinha



Eric Denna
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Since we last met - MAX Focused on Thematic

Network Refresh

New service pricing
model

Architecting a

Cyberplatform

SDN Strategy

Strategic Partnerships

Activities

e Upgrading the MAX 100G footprint

e Implementing MAX’s new pricing model on July 1,
2014

e Solving complex problems with the integration of
storage, compute and networking

e Deeper focus on SDN and creating MAX’s SDN
roadmap

e Establishing strategic and synergistic partnerships
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MOTIVATORS

Yesterday TO d a y

e Regional e Enable domain
Cooperation sciences
e Bandwidth * Innovate

e R&E Networking e |ntegrate innovations
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Operative Words

Yesterday TO d a y

Advanced Regional Applied Cyber
Internetworking for Innovation for
Higher Education Higher Education

and Research and Research
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Today’s world is complex!
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MA Network Points of Presence

MID-ATLANTIC CROSSROADS

Baltimore, MD #2° ' Baltimore, MD #1
Rockville, MD #1 >/

Rockville, MD #2 =" ® Silver Spring, MD
Ashburn, VA= >/ College Park, MD #1
Reston, VA =’ - . ®College Park, MD #2

-~ Washington, DC - NE

Mclean, VAA 'Y Washington, DC - NW

Arlington, VA~

>/ Operational @ Coming Soon
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MAX Network Refresh
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MAX Network — layer 2 view
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d.root.servers.net

e [n 1988, the University of Maryland was selected to serve the root of the Domain Name
System by operating D-root.

* Root servers are the foundation of global DNS services.

e DNS is a hierarchical lookup system.

e 12 distinct operators operate 13 root services (A thru M).

e Root servers are anycasted.
e D-root currently has over 58 sites, 94 instances in 34 countries

¢ One instance of d-root lives in the heart of the MAX network.
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Queries by Node (DNSMON-MCVA-Ext-IPtype)
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Queries by Node (DNSMON-MCVA-MAX-IPtype)
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MAX peers with Apple CDN at Equinix

* Peeringis ona 10G port

* MAX network capable of handling high demand
situations (like 10S 8 rollout)

WJV\V\A/VA\)‘\\\ e Y e gl
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MAX Network Resources

Deepthought2 HPC

ﬁ | D-ROOt

Commodity
Internet

amazon
WEDBENVICes

100G i

N x 10G EQUINIX
10G
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Services

o Meet the needs of e WDM and Ethernet

MAX’s participant Transport
community ¢ [P Routed Services
¢ Innovation and - R&E
advanced services - Commodity
for Research and e Advanced Services
Principles Education - AWS Service Suite
e Cost recovery and - Research Network

sustainability based e Co-location Services
business model

e Exchange Points (WIX,
NGIX)
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MAX Services & Fee Structure Implemented July 1, 2014

Mid-Atlantic Crossroads (MAX) Services

Mid-Atlantic Crossroads (MAX) Services

Participation Fee IP Commodity Routes

MAX Participation Fee Commercial Providers

Layer 3 — IP Routed (R&E) Service TR-CPS

1G Advanced Services
10G MAX AWS Direct Connect
100G Research Network Connection

Layer 2 — Ethernet Transport Service MAX Platinum Service

1G Access to multiple services
10G

Other Services

Layer 1 —- DWDM Transport Service Rack Colocation Space

10G Machine/Virtual Machine Hosting
100G Remote Hands
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MAX Services & Fee Structure Implemented July 1, 2014

Mid-Atlantic Crossroads (MAX) Services

Washington International Exchange
(WIX)

10G
100G

Next Generation Internet Exchange

(NGIX)
1G-10G
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HPC — Deepthought?

University of Maryland Cyberinfrastructure Center and
Deepthought2 High-Performance Computing Cluster

The University of Maryland's Cyberinfrastructure Center, a new facility to enhance the university's advanced research capabilities,
opened in January 2014. The Cyberinfrastructure Center is home to Deepthought2, a new high-performance computing cluster
launched in May 2014. It also offers space for colocation of departmental research computing equipment, www.it.umd.edu/CC

Cyberinfrastructure Center
Offers Research Computing Resources

UMD’s new Cyberinfrastructure Center
is located in approximately

square feet of leased space ,

in the Rivertech Building at 5700 Rivertech Court

in the university's M Square research park.

1,80

square feet of floor space in the data facility
is dedicated to colocation of college and
department research computing assets

The colocation facility
was developed with the needs of campus researchers in mind
and provides environmental and physical security controls,

The new center's electrical supply offers both
UPS :nd generator senice for reliability.

A staging area
is available for preparing equipment
to be installed in the colocation area

After initial set-up fees, there are

no recurring charges

assaciated with colocation space and power

Deepthought2
Better Supports UMD Researchers

UMD paid about $4 02 million

for Deepthought2, which has a processing speed of about

300 teraflops.

The new supercomputer can complete between

250 trillion . 300 trillion

operations per second.

Deepthought2 is the equivalent of
10,000 |aptops werking together. It has
2,000 times the storage of an average
laptop and an internal network that is

50 rimes faster than broadband. This is the
type of compute power needed to solve
urgent scientific and societal problems.

Deepthought2 has a

petabyte
{1 million gigabytes)
of storage as well as
avery high-speed
internal network.

Based on current rankings, Deepthought2 s
expected to rank as one of the top high-performance
computing clusters among U5, universities and as one of

the top 500 clusters in the world TO P 5 0 0

inthe Cyberinfrastructure Center. in the World
UMD Partners
gﬁﬁpfh?UQh‘iFBi““gitE;MaI“_ N o omur  Expanding our research computing
ECESS g ig Data Analysis: § = [ assets helps UMD researchers further
) . A 5 25 5 £EE g ) . )
Studying the formation of the first galaxies 52 H E %;}g 52 contribute to solving major societal
y . = = S8
+ Simulating fire and combustion for fire 5 E b SE£X §2e challenges, answering complex scientific
protection advancements ‘5 = 5 § TEE £55 ) .
g ia :-..M %5 H ST ¥ questions, and advancing human welfare.
s = 5% 29 8=
resistance in bacteria to help develop < g g==

better antibiotics

« Understanding how the universe evolved

UNIVERSITY OF

&
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New Services in the next year

Mid-Atlantic Crossroads (MAX) Services
HPC Offering

Data Center

Security
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The cycle of innovation and advanced services
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MAX Focus on Thematic Activities

e Upgrading the MAX 100G footprint

e Implementing MAX’s new pricing model on July 1,
2014

Architecting a e Solving complex problems with the integration
Cyberplatform

of storage, compute and networking

e Deeper focus on SDN and creating MAX’s SDN
SDN Strategy roadmap

e Establishing strategic and synergistic partnerships
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MAX Sponsored Research

b NetSurvive
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MAX-Fujitsu 400 Gbps and 800 Gbps Field Trial
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MAX-Fujitsu 400 Gbps and 800 Gbps Field Trial
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MAX-Fujitsu 400 Gbps and 800 Gbps Field Trial

Successful transmission of data at rates
of 400 Gbps and 800 Gbps = Reveals
future of terabit networking capabilities

First-ever trial demonstrating Fujitsu’s super-channel capabilities
on a deployed network, which allow higher speeds on the existing
installed base of equipment.

Fujitsu FLASHWAVE® 9500 Packet Optical Networking Platform (Packet ONP)
transmitted data with a 25% improvement in channel spacing over
conventional dense wavelength division multiplexing (DWDM) — greatly
increases network utilization without requiring any physical adjustments to
the MAX network infrastructure.

The field trial demonstrated several key technical advancements which
could lead to the next generation of optical transmission.

This dramatic increase in network speed will help scientists across the
mid-Atlantic minimize the limitations of geographic distance and
maximize the demands of science applications in order to expedite the
transmission of data.

*All of these advancements enable a much higher utilization of costly fiber infrastructure and
maximize the bandwidth available for demanding R&E applications!
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Innovation

The Holy Triad

The Domain Science says, “Don’t just connect me but
compute me, store me and transport me.”

NEXUS

Domain Science
applications

Storage

SDNX

— Application and SDN
integration technology

— Well engineered and optimally
positioned network related
service exchange point

HPCDNA — flexible coupling of
application specific data sets
with high performance
compute and networking
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The Problem Space (of the domain scientist)

HPC,
Distributed
Computing,
Cloud
Resources

Campus
Network

Scientific ¢
Instrumentation
Resources
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Three-Pronged Solution for the Problem Space

Problem Owner /
Domain Scientist

Integration and

Innovation ‘

Deploying solution in a
Campus Environment
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Integration and Innovation Prong

Problem Owner /
Domain Scientist

Integration and

Innovation .

Deploying solution in a
Campus Environment
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Close Examination of Four Use cases at Maryland

Data-Intensive Research Use Cases

e Imagery from NASA satellites
e Data from telescopes

e Scientific instruments

e Massive scale simulations
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Before-and-After MSX

BEFORE AFTER

* The data were transferred ¢ The full download time is reduced
physically on 2-TB hard drives from to only 1.5 days.

Maui to Maryland.
* The team is able to in-line process

¢ By the end of the survey in March the sets in near-real time as the
2014, the team expected to collect data flows in, rather than
hundreds of terabytes of data, downloading, storing, and
which would take approximately processing (which alleviates the
9 months to download. need for local infrastructure

upgrades).
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Three-Pronged Solution — Integration and Innovation is complex!

Problem Owner /
Domain Scientist

Integration
and
Innovation

Deploying solution
in a Campus
Environment

The integration and innovation effort
culminates in high returns with non-
trivial challenges:

» One size does not fit all! Every
distinct problem requires a custom
solution.

» \Very, very labor intensive.

» No control of environment beyond
one’s span of control.

» End-to-end solution is only as good
as the end that you do NOT control.

» Well resourced connectivity can
have zero impact at solving a
problem when an ill-defined (i.e.
not well known) end-point is a
critical element in the solution.
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Three-Pronged Solution has Two Major Challenges!

Problem Owner /
Domain Scientist

W,

Integration and
Innovation

Deploying solutionin a
Campus Environment
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Three-Pronged Solution has Two Major Challenges!

Problem Owner /
Domain Scientist

Integration
and
Innovation

Deploying solution
in a Campus
Environment

Human factor elements cannot be
underestimated. We encountered
three types of problem owners:

>

Know what they want but do not
know how to get there (i.e how to
use cyber resources effectively).
External dependency (remote
instrument). Very driven.

Know what they want and do know
how to get there . Well-defined
workflow. Insist on complete
control of IP. Self-reliant and
therefore limited by their own
resources. Very driven.

Know what they want. Do not want
to change status quo. Rate of
scientific discovery satisfactory.

Note: All three types are tightly
coupled with cyber engineers — very,
very labor intensive!



MA

MID-ATLANTIC CROSSROADS

Three-Pronged Solution has Two Major Challenges!

Problem Owner /
Domain Scientist

Integration
and
Innovation

Deploying solution
in a Campus
Environment

Campus Deployment Challenge:

» The network is the platform for

>

many services for multiple
constituents.

Risk must be minimized. Attack
vectors mitigated. Cyber security is
a very high priority for the campus.
Many network services - like
intrusion prevention and firewall
services — introduce network
performance degradation which is
not optimal for scientific research.
Well-engineered network edge
points that bypass security
measures and traffic policies in an
isolated topology in the campus
network are desirable.
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Challenges in Integration and Innovation within the Campus Environment

Conclusion: There are many challenges in finding a solution for the problem space within
a campus environment

Problem Owner /
Domain Scientist

Integration and
Innovation

Deploying solution in
a Campus
Environment

Extremely complex problem space. You will not see the complexity of the problem until you get
into the problem! - Xi Yang, MAX Senior Scientist
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MAX Focus on Thematic Activities

Network Refresh

New service pricing
model

Architecting a

Cyberplatform

SDN Strategy

Strategic Partne:~ouus




Questions?
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Innovation and Advanced Services



e AWS
* MultiService eXchange
e HPC — Cloud Integration
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Definition

e Current Services (L1, L2, L3 transport)
— Edge-agnostic
e data movement from anywhere to anywhere

e Advanced Services

— Edge-aware
* Network Services are an integral part of bigger-scope,
specific solutions

— Well-defined destinations
— Ecosystem of Storage, Compute, and Data sources
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What are we trying to do?

* Enabling users and their applications

— Well-engineered paths to major destinations
* AWS
* HPC Clusters

— Well-engineered network edge colocation
* High-Performance Virtualization

— Network, Compute, and Data optimization

 Domain Science Application integration
* Science instrument integration
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AWS SERVICES
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AWS Services — Scope

* Managed Peering
— Based on AWS service Direct Connect

— More than Direct Connect: Layer 2, brokered BGP
peering, dynamic provisioning

* Account Management
* Migration Services
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Managed Peering Overview

Physical:

— Dedicated Network Connection
* Cross connect at MAX Equinix POP in Ashburn, VA

L2 configuration
— Multiple Public or Private Virtual Interfaces (VLANS)
— Controlled by API
— One VLAN per AWS account

L3 configuration

— BGP Peering

* All Amazon East Region routes either direct (Layer 2 path through MAX) or brokered
(MAX maintains the BGP adjacency on behalf of Customer)

Benefits
— Discounted data pricing
— Dedicated path
— Private BGP peering for VPC integration
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Logical View of AWS Usage Models

- —
- -
———

-

Direct Connect Account

- —— Lol User,

7
,' < MAX 1AM subaccount
1 MAXIAM subaccount
’

MAX Router

AWS Services UMD CP only
managed
S .
VLAN peering o
User, zone R
Arbitrary AWS Account Userz 4

Arbitrary AWS Account L

User

5

Arbitrary AWS Account
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Managed Peering Summary

What it is:

— Special purpose, dedicated (10Gbps) connection to the
services offered by AWS at Northern Virginia (us-east-1)

— Dynamic: provisioned by MAX on demand
* It s not persistent

What it is not:
— Offload connection for general purpose Amazon/AWS traffic
Intended usage:

— Specific big-data transfers to/from AWS, data-intensive
computation at AWS, etc.

Long-term options
— More bandwidth capacity can be provisioned
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Dynamic (L3) Service
MA
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o AWS over Direct Connect added to your service selectior

Logged in as: Service selection
Remove Products Qty Total
- P 1
Available Services ————
* AWS Account #: <1111-2222-3333>
@ Advanced Services AN: <3000>
#® AWS over Direct Connect * ASN: <10866>

5. <1.2.3.0/728>

User menu

L R
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/ A\\,\
/

\

\

“’A

Vi<
"/’ > )

L2 Service

o/

Portal/ . User
AP AWS Acc: aaaa-bbbb-cccc

N4
____ User,
u AWS Acc: dddd-eeee-ffff

\_

commodity 10 Gbps

ISP port
Virtual Interfaces (VLANS) 7\

ustomer Router

“/

User,
AWS Acc: nnnn-mmmm-0000

AWS Services

Customer Responsibility:
BGP configuration, VLAN mapping,
static routes, etc
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Dynamic Usage Example

o/

« 8 e User,
.*.* AWS Acc: aaaa-bbbb-cccc

oo s e e,
* * L] ~ L4 .
- - Ld -
. . " .
« . - Ll
.
. - . B
- L] - .« -
. .
‘.- L2 . * -
. : * o .
commodity LR .
. . * o L -
i * 0 L]
.
ISP e .
.
5

&

Dif
Con
Service.

User,
AWS Acc: dddd-eeee-ffff

MAX Router

AWS Services [[—=

User,
AWS Acc: nnnn-mmmm-0000

Legend:

Time
Slices

ty:user, accesses Glacier Service over Direct Connect resold to them by MAX, the rest will see commodity routes only
t,:user, accesses EC2 Service over Direct Connect resold to them by MAX, the rest will see commodity routes only
t,:user; accesses VPC Service over Direct Connect resold to them by MAX, the rest will see commodity routes only

MAX account administrative control: only Direct Connect, resold to MAX customers dynamically
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?,

Legacy System Migration (Example)

ml.small
-
WordPress F Solr + Tomcat

~

EBS

%Iastic IP1

L
é

Elastic IPE

Snapshot Snapshot Snapshot 5 .
Elastic IP3
o Elastic IP4

CloudWatch Omeka, Legacy  EBS1
mysql slave
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AWS

Amazon Web Services

Compute & Networking

+ Direct Connect
=y Dedicated Metwork Connection to AWS

EC2

Virtual Servers in the Cloud

Route 53

Scalable Domain Name System

s VPC

¥ |solated Cloud Resources

Storage & Content Delivery

CloudFront
Global Content Delivery Network

Glacier
Archive Storage in the Cloud

S3

Scalable Storage in the Cloud
Storage Gateway

Integrates On-Premises IT Environments with Cloud Storage

t X N R

Database

. DynamoDB
Predictable and Scalable NoSQL Data Store

ElastiCache
ww [n-Memory Cache

RDS

Managed Relational Database Service

Redshift
Managed Petabyte-Scale Data Warehouse Service

Deployment & Management

CloudFormation
Templated AWS Resocurce Creation

CloudTrail
User Activity and Change Tracking

CloudWatch

Resource and Application Monitoring

Elastic Beanstalk
AWS Application Container

1AM
Secure AWS Access Control

OpsWorks

DevOps Application Management Service

Trusted Advisor
AWS Cloud Optimization Expert

o & O

Analytics

Data Pipeline
Orchestration for Data-Driven Workflows

Elastic MapReduce

Managed Hadoop Framework

Kinesis

Real-time Processing of Streaming Big Data

a» &

Mobile Services

F Cognito
J User ldentity and App Data Synchronization

== Mobile Analytics
Understand App Usage Data at Scale

SNS

Push Notification Service

Low Latency Application Streaming

c] CloudSearch

Managed Search Service

Elastic Transcoder
Easy-to-use Scalable Media Transcoding

aillin
-
L
. SES
Email Sending Service

2QS

Message Queue Service
m SWF
Workflow Service for Coordinating Application Components

Applications

@ WorkSpaces
Desktops in the Cloud

Zocalo

Secure Enterprise Storage and Sharing Service
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MSX

Multi Service eXchange

ERSTY

: ¥ B

5 X, 9 .. THE GEORGE
7 ) © WASHINGTON
D I “:> N “"::> S ONIVERSITY
G Q [N

TRYLAS

CC-NIE Integration Award

AN
WASHINGTON, DC
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History: Motivation and Assumptions

 Response to an NSF call to improve performance of data-intensive
applications

— Facilitating large data flows
e Suboptimal network performance and optimization

— Cause

e Core vs. Edge mismatch
— Different missions
— Different technologies
— Different priorities
— Last-mile problem

* Lack of specialized network expertise
— “What’s Layer 2?”
— “what’s TCP stack tuning?”

— effect

* Low-adoption rate: a wide spectrum of potentially beneficial and high-
performance technologies are inaccessible to, or ignored by their primary
users
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Data-Intensive Applications

e Use cases

Land Cover Facility (UMD)

research prOJects encompassmg the fields of remote sensmg and mformatlon

- - — e - n—-— - Al — fo_nN-n —r20- - - —— - = - - - N - - -

encompasses the entire nuclear research effort at GW. Its members include the
areas of Experimental, Phenomenological, and Theoretical Nuclear Physics,
Astrophysics, Accelerator Physics, Reactor Physics, Nuclear Energy Research,
Nuclear and Radiological Medicine, and National and International Nuclear
Energy and Weapons Policy Studies, and houses the largest and most

framiianths arraccad Aatahaca Af fiindamantal niicrlaar raartinne in tha winrld
Particle Astrophysics and High Energy Physics projects: South Pole IceCube
Neutrino Observatory, The LIGO observatory, Large Hadron Collider (LHC) — tier
3 system, Open Science Grld (0SG)

R g e R R e i R R e e R D R R R R 2 attiit 4

environment at scales from individuals up to neighborhoods, cities, and
metropolitan systems
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Original MSX Concept

Optimized network provisioning based on SDN

campus services

wide-area services

MAX

AWS

Internet2

O Science application

ESnet Ej Data center or storage solution
—— SDN (OpenFlow /ION/OSCARS)
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hardware and virtual architecture

Campus
(FC, FCoE,

Campus
(10GE

LAN

hypervisor ]
isco UCS
<
L
=
@
©
o
= ™~
80Gbps Iz 80Gbps
S
L

Nexus 5k

functionality

portal interfaces, scheduler API, security

solutions

campus-facing interfaces to data centers and storage

physically accessible local interfaces for scheduled
data transfers

virtualized server architecture and repository of
images to instantiate on-demand, tailored transport

Dept. gridFTP, VMx: PHEBUS, etc.

solutions, e.g., VM1:Astronomy DYNES, VM2: Physics

campus to wide-area SDN translator

MAX (10GE)

WAN

MAX POP
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= IONES DY Ml})_L\JJJJ_U\L SUNAR ’—,|:>
OpenEl

L] Y MSX
% web portal |[€&—— .
o ) Ur = % REST and SOAP API
— Controller i} o
[e) AR A AALATL o rar}
r Web App Container g
c
(@) > @)
@) SDN-Xlate scheduler [

Services

Q =
c & @ = Specific APIs
(TS
A OpenStack [€=
(¢0] q) 55 | i
= = = FlowVisor :
aliny Data S ' Data
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What is MSX?

* High-performance, serially-multitenant platform
— SR-IOV-enabled hosts and Virtual machines

* |Integrator of the existing advanced network functions
— best effort IP
— AL2S
— ION
— DYNES
— SDN (OpenFlow)

* Optimizer of data-intensive and compute-intensive
applications

— Fluid Edge: triangulation of the best location with respect to
Storage, Compute, and Data
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Actual Architecture (UMD)

| data Net
lab mgmt Net | OVS Net \ { storage Net

P T e WM-FEX - SRIOV  feommmmmmmommomm oo ;
PUMD e e T | interfaces
E J Ve 1
i Ceph :
18

1= e ————— ]
L .
= '
i <= 1427 o T . !

313, 2000-209%

1/30

: MSX Nexus 5k

et |

T640 ;

315, 2000-20899%
i mgmt NE/ /" controller
{ OVS Net r T T

MAX

A~ _ FW9500

access

— trunk

1 aEE——— port channel
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Approach

 Status Quo

— Wide-Area Networks are well-performing. Best
effort IP is sufficient

— Endpoints’ design and locations are the problem
* Solution

— Redesign endpoints (applications)

— Move them to the well-engineered core’s edge
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Evolution of MSX

campus services

wide-area services

MAX

Best-Effort IP

Internet2

ESnet

AWS

O Science application

Data center or storage solution
—— SDN (OpenFlow /OESS)
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Solution

Flexible, Dynamic, Cost effective, High-Performance and — most importantly — it works
(but - labor-intensive)

Serially-Multitenant

%'1 __________________________________________________

— hypervisor bypass (VM-FEX/SR-I0OV)
hypervisor ’
LAN/SAN switch fabric
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University of Hawaii at

Y, @ Manoa

~5 Gbps over ~700
parallel HTTP
streams (tuned TCP)

PAN-STARRS Data f LN
Loader System \

--------------------------------- ) /
U4
S . p
...... 7
......................... ’
7
VM-FEX - SRIOV P
\ CENIC interfaces OpenStack y
\ - o | 2 V4
\ \ .-~ cisco uCs » /
\\\ b 8 \‘ 30 Gbps of
[ N " o~ ps O
0 2 2
| — \ o ceph shared FS 4 P effective data
[ 3 X LN ) p bandwidth
‘ __lapaches| Internet2 LR 3 L7d BE s
< \ )
[ he?
‘ apached iinay 69 \ P
[ 6& \ '4
. 0&
hp;:che apache6 == \
10 \
o N Dynamic Science
\ S DMZ
\ i ~70 parallel MAX ‘ S ——
|apachel| apaches streams per ' MSX
apache server /' ’

B S l i / UMD -
lapache2| apuche44" ' . Enterprise
. i j Ll Network
“*-~i{apache3|__.- - \\v /
=

University of Maryland at
College Park

Endpoint engineering example
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Hawaii — UMD, Best-effort IP: up to 6 Gbps

Ny |
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Summary

It is much more effective to move the CPU to the
data than the other way

Domain Science Application-level, endpoint
integration is labor intensive

Hardware platform
* Open
* Flexible
* Modular

Dynamic, On-Demand, Fluid Science DMZ
— Beta service mode
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Future Plans

* Additional Services Integration (HPC)
— Tom will address those



Thank You
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Strategic Partnership

MA>/

MID-ATLANTIC CROSSROADS DATA CENTER PARTNERS
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MAX-BYTEGRID Partnership —a unique platform
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MAX-BYTEGRID Partnership —a unique platform
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MAX-BYTEGRID Partnership —a unique platform
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MAX-BYTEGRID Partnership —a unique platform

Deepthought2 HPC

s

D-Root

eeeeeee

100G

Nx106 | | Eauinix
10G
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Don Goodwin
Executive Vice President

DATA CENTER PARTNERS
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MAX Sponsored Research Projects

Update on NSF, DOE, and DOD
supported research activities



M/’ Research Program - Objectives

MID-ATLANTIC CROSSROADS

Deploy systems and

Contribute to the develop

evolution of technologies which Assist in the

development of the
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Past MAX Research Areas

WSS/ROADM based All-Optical
Regional Networks

e VVery early adopter of this technology;

collaboration with MOVAZ (now

ADVA) to deploy prototype ROADMs
n N\ ?

Dynamic Networking

e Early developers of below IP (layer 2
and 1) dynamic services

e Developed and deployed solutions

based on control plane and data
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MAX Research and Advanced Services

High Level Objectives

e Integration between applications/workflows, compute,
storage, instruments, and networks
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e End-to-End Flow Management
e where E2E now includes the storage and compute end-systems

e Science Workflow Integration
e Network Virtualization (NV)
e SDN (Software Defined Networks)
e Layer 3, Layer 2, Layer 1
e SDI (Software Defined Infrastructure)
e Multi-domain service provisioning, federation
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- MAX Research Infrastructure

P ~
4 MAX Dynamic Circuit Network 4 MAX Research: SDN Multi-Layer Network
GENIAM OSCARS DRAGON
[ B0 B 0775
- RN
Internet2 (2 ESm0n ooeel uf arlg-pronic 7] degw-7500 :
Global DCN ION i""‘i;,' Lm sy
Infrastructure OSCARS | I _
ESnet SDN GEN AM \i’“ﬁo?
DYNES oo
GEANT AutoBahn
Others TBD
4

Cyberinfrastructure Facility

Deepthought2

Internet2 i g 300 TeraFlops

AL2S MAX Research: NV, SDN, Advanced Services Network by iy i

: f , 464 nodes, 9000+ Compute Cores
os::i':g g:ﬁlsm GENI AM mix of Standard, High Memory, GPUs
GENI =
MesoScal Campus
esoScale =
MAX InStaGEN| Rack

~ 8
-
S ,
~ P
~ -

~ rd
FSFW Lustre/InfiniBand
OESS Storage/FileSystem
OSCARS 56 Gbps FDR Mesh
\ GENI AM
Control Plane Software:

GENI AM - GENI Aggregate Manager

OSCARS - InterDomain Dynamic Circuits

DRAGON - GMPLS Dynamic Circuits

FSFW - FlowSpace Firewall (Internet2 Network Virtualization)
OESS - Internet2 Circuit and Multipoint Provisioning

TBD - To Be Developed

Constructed using a mix of lambdas and vlan partitioning on the underlyin
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e Network Virtualization
¢ Runs on Internet2 Production Network

e Point-to-Point and Multi-Point VLAN provisioning
e Runs on Internet2 Production Network

e Multi-Domain Point-to-Point VLAN provisioning

e GMPLS based multi-vendor, multi-technology provisioning

e GENI Resource and Federation interaction software
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High Performance Computing with Data and
Networking Acceleration (HPCDNA)

— NSF CC-NIE

Resource Aware Intelligent Network Services (RAINS)

— DOE Office of Science

100G Connectivity for Data-Intensive Computing at JHU
— NSF STCI

GENI Stitching and Computation Enhancements
(GENIStitch)

— NSF GPO (GENI Project Office)

Network Survivability via Failure Identification and
Rapid Network Restructure (NetSurvive)

— DOD DTRA
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NSF CC-NIE Project
— UMD Principal Investigators (Pls) Tripti Sinha, Tom Lehman, and Xi Yang

from MAX and Saurabh Channan from the Global Land Cover Facility (GLCF)
and Paul Torrens from the Geosimulation Research Laboratory

Motivation:

Domain sciences are facing big data challenges. They need HPC!
However, there was a missing link between high performance computing
and big scientific data.

Many groups with big scientific data considered HPC center a “walled
garden” in which they could not easily get data in or out.

The simplified answer is: We need integration of data processing
(compute), data storage and data movement (network). But how?

Solution:
— Extending the internal high performance data storage and access system in

the core of the HPC system to high performance external storage systems
embedded within high performance networks.
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Network Embedded Storage (NES)

* Ceph distributed storage system:

— Parallel file system for high
performance

— Distributed locations for replication
— 250 TB x 2~3 sites
 Well engineered and attached to
MAX 100G infrastructure:

— 100G MAX regional network at L2
and L3.

— 100G to 12 AL2S
— OpenFlow capable Ethernet layer
— 10G AWS Direct Connect

HPC and HPN Integration
 HPC file system to NES system
integration

— DeepThought2 Lustre file system
bridge to HPCDNA NES

— 56Gbps InfiniBand facing
Deepthought2

— 3 x40Gbps Ethernet facing NES
* File system access options

— Block storage mount (POSIX)

— S3/Swift object storage API

— Network storage (NFS/SMB)

HPCDNA Enabled Application Workflow

* Providing a rich tool set to integrate into big scientific data application workflows.
* NES for high-performance data launching, landing and staging.

* A high-performance storage and cache gateway.

e Ability to access the high-performance NES from inside Deepthought2 HPC cluster.
* Federated with UMD authentication system (potentially also with InCommon etc.)
* External AWS integration for hybrid cloud workflows.
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HPCDNA Architecture

Internet2 AL2S/ION

¥

NES Node

LI sss MY
LI 2se I

LI sss M

Specifications for each OSD are:

2U Chassis

2 Intel Xeon ES-2609 Quad-Core, 2.4Ghz Cpus
8GB Memory

LSI MegaRaid 9280-16i4 SAS, 6GB/s PCl-e Raid
Card

Dual Port 10Gbe NIC card

24 3 Tbyte SATA 6GB/s Hard Drives

Internet2 AL2S

@ IP Router

Ethernet Switch
with OpenFlow

Ethernet

Switch

Network Embedded
Storage Nodes

Multi-Service
Exchange (MSX)

v
Ethérnet
3x40 Gbps

eammme 100 Gbps
10 Gbps

University of
Maryland

_« 10 Gbps Ethernet LAN ) _ -
~o s
~ e
~ 7z
~ rd
Lustre/InfiniBand

Storage/FileSystem
56 Gbps FDR Mesh

, Deepthought2
L, 300 TeraFlops
V. 1 PByte Storage
’ 464 nodes, 9000+ Compute Cores
p mix of Standard, High Memory, GPUs

CyberiInfrsatructure Facility

Mellanox SX6036G

Allows for line rate gateway
function between InfiniBand
and Ethernet DataPlanes

Infiniband
2x56Gbps
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Resource Aware Intelligent Network Services (RAINS)

 Funded by DOE
« UMD/MAX (lead organization), PIs Tom Lehman, Xi Yang
* Argonne National Laboratory (ANL), Pls Raj Kettimuthu, Linda Winkler

*  Motivation:

— A wide range of science applications need for flexible and seamless integration
across multiple resources to support workflows.

— Advanced networking infrastructures and capabilities are the cornerstone
technology to enable this integration.

— Today’s dynamic network service development is focused exclusively on network
topologies and resources.

— Challenge remains to determine how their domain specific compute and storage
resources are connected to the dynamic network infrastructure.

Solution:

— Developing technologies that enable the integration of domain specific (compute
and storage) resources with the Network Service Plane (NSP) and the Intelligent
Network Services (INS).
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Clients, Workflow

E 100!

Compute g5 Storage

Agents, Applications
Cluster Clust:

RRA

Application Workflow Topology
(after provisioning workflow operations) MRSI

—Multi-Resource Service Plane |

» Topology Computation
e Workflow rule generation

MRC m Multi-Resource Workflow Agent
RRA . NRA . RRA

e Workflow Execution Agent

MRSI NSI MRSI MRML Resource
MRML Resource Description
Description @
=1=J\ NML Resource RPA
Description
RM RM

“

j

Compute
Cluster

W

l

Static or Dynamic Network
Provisioning Capabilties

DOE Lab and ESnet Network Resource Approach

* ESnet services such as OSCARS dynamic provisioning will be incorporated into the MRSP ecosystem

* DOE Lab networks may not have a dynamic provisioning capability. Planning to work to extend the lab ScienceDMZ connections and features
to support the MRSP. This may include placement of a MRSl interface agent to "cover" the Science DMZ.
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* Purpose:

— Every MRSP participant acts as a service provider or a service requestor or both and is
connected to the ecosystem through a set of services.

— Through the MRSI, MRSP can provide common and open-standard mechanisms for
requesting, querying and monitoring diverse types of resources

— It also provides common mechanisms for security and policy management.

e Model: Client Client
[
NSI MRSI
Network Resource | Resource
RPA
RM

:

Network Service Interface Model Multi-Resource Service Interface Model
NRA - Network Requester Agent RRA - Multi-Resource Requester Agent
NSI - Network Service Interface MRSI - Multi-Resource Service Interface
NPA - Network Provider Agent RPA - Multi-Resource Provider Agent
° NRM - Network Resource Manager RM - Resource Manager
* Focus: o

— Make OSCARS an MRSI compatible resource provider agent (RPA).
— Develop a new MRSI RPA to cover Magellan OpenStack clouds.
— Wrap KBase or make Shock and AWE resource managers MRSI compatible.
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RAINS Ecosystem Vision

Clients, Workflow o

Agents, Applications

-l need this topology for 10 hours
-Any time during July 22-24

-July 23, 1000-2100 GMT

-Here is a solution that will work
-Do you want me to reserve it?

?

Wworkflow rules

Multi-Resource Service Plane

NPA
NRM

instrument

PA{
RM

A

OSCARS
(NPA,NRM)

[ NPA, RPA Interactions |

OSCARS
(NPA,NRM)

@ client request
© VRSP response

e Workflow rule provided to MRWA

© client response

@ client wants workflow rules so they
can interact with NPA,RPA direct

client wants MRWA to interact with
NPA,RPA

storage
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100G Connectivity for Data-Intensive Computing at JHU

* NSF STCI Project (three years, started January 2012)
— Lead Organization Johns Hopkins University, Alex Szalay (Pl)
— MAX providing networking support, Tom Lehman (co-Pl)
— Utilizing the 100G infrastructure between JHU and MAX

* Objectives:

— Support efforts to move Big Data to/from JHU Data-Scope to
national scale computation facilities

— JHU Data-Scope is a novel instrument to observe and visualize
large data sets in real-time

e Current Activities:

— Working on facilitating data transfers and both Layer2 and
Layer3 to/from several sites including SDSS (Sloan Digital Sky
Survey), LANL (Los Alamos National Lab), and Fermilab
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wosmamccrossroncs. — [INOVaAtions (GENI) , GENI Stitching

* Background:

— “GENI is a virtual laboratory for exploring future internets at scale, creates
major opportunities to understand, innovate and transform global networks
and their interactions with society.”

— GENI consists of interconnected and federated “aggregates” the provide
virtualized compute and network resources, a.k.a. “slices”, to experimenters.

— Each GENI aggregate joins their resources to the community by
implementing a set of well defined APIs.

° MAX:

— Is a GENI aggregate providing DRAGON network to use by the GENI
community

— Has deployed a GENI InstaGENI Rack that provides additional resources
including openflow networking

— Is a key contributor for architecting and developing GENI infrastructures and
technologies.

— MAX focus is on the GENI Stitching Architecture, Development, Deployment

— Current Activities; AL2S support for GENI, multi-point topologies, workflow
negotiation techniques, topology computations to support user tools
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GENI Stitching Architecture

Advertisement

Stitching
Computation

RSpec w/stitching Topology

-pulled via GENI AM ListResources Service

-preloaded for all DCN w/o GENI AM
-indicates DCN true or false
et - 2 (Request &Spec Forward)

Client Slice Request N
/HostAny  1Gbs, VLAN Any HostA ™
F 4

1 Request RSpec

workflow logic
-CreateSliver (v2 API)
-Allocate/Provision (v3 API)

(client tool)

4 CreapeSliver
5 CreateSliver
AM

Stitching
Architecture

TR — ™

workflow
computation
3 (Request}(Spec Expanded)

CreateSliver/Allocate/Provision
WorkFlow Rules

i A

Client Slice Request
After Computation

Host Any J

AM

Components { PG AM 7 CraateSliver
BBN
InstaGENI 'W InstaGENI
UKY ‘v BBN
InstaGENI ExoGENI

> to ENI
~|M|nds

— (reateSliver/Allocate/Provision

MAX
InstaGENI
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Network Survivability via Failure Identification and Rapid
Network Restructure (NetSurvive)
Funded by DTRA

University of New Mexico is prime contractor. UMD/MAX and
University of South Florida (USF) are subcontractors.

Overview:

— Focus on protection and restoration against backbone disruptions and
large-scale failures that involve many network elements and multiple
network administrative domains.

— Design Survivability Aware Intelligent Network Service Plane Architecture
to address both pre-emptive protection and post-failure restoration
services.

— Use MAX and other infrastructures to create multi-domain multi-layer

testbed for prototyping and evaluating the service plane architecture and
survivability algorithms and workflows

— Apply Software Defined Networking (SDN) to multi-domain transport
networks



Thanks
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OpenStack Cloud: Architecture,
Development, and Deployment
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OpenStack

Founded by Chris Kemp, NASA’s first CTO, who was
tasked with leading NASA’s cloud initiatives in 2010. In
collaboration with Rackspace, Kemp released
OpenStack as one of the first open source solutions to
“democratize web —scale computing” and provide a
cloud solution via an Infrastructure as a Service (laaS)
architecture

The OpenStack community is now comprised of over
18,000 developers, researchers, and corporations
contributing to the source repository.
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Software Configuration

* All machines using Ubuntu 14.04 LTS 5 year extended support.

 OpenStack Icehouse natively supported on 14.04
— Python 2.7, Libvirt 1.2.2, Kernel 3.13

* |nstalled infrastructure services: neutron, nova, horizon, keystone,
glance

 MySQL/apache/PHP on management controller

OPENSTACK

OpenStack Shared Services
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Easy VM Provisioning for Users with
orizon

Q - # Launch ns
Image Key Availability Power
Name IP Address Size Pair Status Zone Task State Uptime Actions

n Qpensta(k admin Sign out
Project Instances
Compute Launch Instance |
Instances : Re
Instance Ima Details * ' )
[0 Name Nan ime Actions
Ubu Availability Zone: Specify the details for launching an instance.
v - urs, . - -
O 12.4 | nova J The chart below shows the resources used by this Birutes =
Clot project in relation to the project's quotas.
Instance Name: * N
Flavor Details
Uby | johnson-bot bnth
O 12.0 Name ml.small . 4 Create Snapshot | More
teks
Cl
Network °' Flavor: * VCPUs 1
Admin cirrg | M1small j Root Disk 20 GB
O 0.3, pnth, Start Instance | More
x86/ Instance Count: * Ephemeral Disk 0GB teks
Displaying 3 items 1 - Total Disk 20G8B
RAM 2,048 MB

Instance Boot Source: *

Boot from image j Project Limits
Number of Instances
Image Name:

Ubuntu 12.04 LTS Cloud (248.9 MB) j Number of VCPUs

Total RAM
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OpenStack Development

CONS
.+ Open source platform allows M

for code contributions, bug
patching, modifications to
core files, and plug-in
development

* Source code can be cloned
from git and modified
directly from terminal / SSH,
or with an IDE like Eclipse.

* Several pros and cons of
OpenStack development

Interpreted language easy to error
trace and debug. OpenStack has
multiple logging objects for
interactive logging and error
tracing.

Configuration options and
management easy to extend and
implement via Oslo.

Strong REST API endpoints for
interaction with third party
services and applications

New patches and code blue prints
generally easy to follow
(documentation for overall
platform very inconsistent)

Core functionality is not always
modular, customized development
often requires direct modification
to the core execution path to load
plugins.

Code contributors develop source
to meet every possible use case,
often times overcomplicating core
functionality and blueprints

Unit testing not always consistent,
and not always easy to manage
with dox software. (easy ways to
avoid this)
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Code management via Eclipse allows for simplification in
automating code versioning via git, runtime configurations
via PyDev extensions, and unit testing with PyUnit

File Edit Source Refactoring Mavigate Search Project Pydev Run Window Help

CrHRo @ ®B-0-%-0 J~ L~ o ]~ Quick Access || 62 ava ke
{2 PyDev Package Explorer 33 5% @ % Y= 8 [ftetlbviteonfig  Plvif [P designer [ testlibvit  [F) fakelibvit [ test_pluginsiov [P sriov  [F] *driver (Libnovawirtlibvit) 52 | [ config  [F] compute  [F] driver (novanovawirtlibvirt) = O
(&5 neutron [neutron - Libvirt utils.file delete(unrescue xml path) S
4 & > nova [nova c. iceho rescue files = os.path.join(instance dir, "*.rescus”)
G contrib for rescue file in glob.iglob(rescue files):
& doc libvirt utils.file delete(rescus file)
G ete def poll rebooting instances(self, timeout, instances):
4 (g nova pass
api
g cf:\ def _enable hairpin(self, xml):
interfaces = self.get_interfaces(xml)
G cells for interface in interfaces:
=y cert utils.execute( tes’
& cloudpipe "/ B brport/hairpin_mode’ % interface,
g cmd process_input="1",]
5 compute run_as_root=True,
& conductor check_exit_code=[e, 1])
(& console b
(5 consoleauth
3 db def spawn(self, context, instance, image meta, injected files,
5 hacking admin_password, network_info=tone, block device_info=None):
disk_info = blockinfo.get_disk_info(CONF. Libwirt.virt_type,
5y image instance,
& ipve block_device_info,
(G keymgr image_meta)
& locale self._create_image(context, instance,
Gy nework disk_info[ 'mapping'1,
i network_info=network_info,
(&5 objects block_device_infa=block_device_info,
(5 objectstore files=injected files,
(3 openstack adnin_pass=admin_password)
& poi xml = self.to xml(context, instance, network_info,
G rdp disk_info, image meta,
block device_info=block device info,
E scheduler write_to_disk=True)
[ servicegroup
(2 spice self._create_domain_and_network(context, xml, instance, network infa,
2 storage block_device_info)
(2 tests
4 L virt virt_dom = self._ lookup_by_name(instance[ ‘name’])
> B baremetal LoG. info( “Attaching SR- / Device"
- [ disk flags = libvirt.VIR_DOMAIN_AFFECT_CONFIG
4 hyper state = LIBVIRT_POWER_STATE[virt_dom.info()[8]]
5 imagehandler if state power_state.RUNNING:
flags |= libvirt.VIR_DOMAIN AFFECT_LIVE
g '_*:Wt virt_dom.attachDeviceFlags(sriovObj.to_xml(), flags)
_init_py
blockinfo.py LOG.debug(_( “Tnstance is running”), instancesinstance)
Eunf\g‘py Aof  wait £ar hant il iz
designer.py < b
dmerypt.py
] driver.py [ Console % %% | EEE ~rfi-=0a
firewall.py <terminated> --standard-threads
imagebackend.py Injecting SR-IOV Plug-in as macvtap P
imagecache.py <interface type="direct”>
sriov.py <mac address="92:16:C1:01:09:03"/>
utils.py <model type="virtio"/>

vif.py <source dev="ethe" mode="bridge"/>

g e IDE ENVIRONMENT

- % xenapi
[ _init_py
[} block_devicepy

Writable Insert 2235:45 S
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Development Goals

* As of the official Icehouse release, there is no
official support via the OpenStack orchestration
to support SR-IOV (Single Root I/O Virtualization)

* Goal: Develop easy to install plugin to provide
libvirt functionality to instantly provision SR-IOV
devices to tenant VMs

* Provide MACVTAP capability if SR-IOV hardware
not available or PCl pass-through not supported
by the hypervisor
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Manipulating Libvirt

 The hundreds of thousands of lines that comprise the
OpenStack source code only manage one file!

* Libvirt.xml used to describe and provide hardware

virtualization parameters to libvirt/KVM virtualization
library

e Libvirt supports SR-IOV and PCI pass-through, we only
need to be concerned with the XML orchestration
from OpenStack.

— Assuming kernel, drivers, and modules are correctly
supported and loaded in host to support VM capabilities



TIQN PATH

[ 1] 3] 5] 6]

nova. api .openstack compute servers nova.schaduler. Driverd(CX NoVa. compuUte manager nova. virt.diver
create() schedule_run_instance() _run_instance( } get_available_nodes()
* extract params to API call (name, personality, flavond, etc.) <] * defaults to nova.scheduler, filter_scheduler 4 _prebuild_instance( ) ..—-”v * returns the hyper itself normally
* basic param validation /" | * calls actual schedulers * update instance status in DB * can return multiple for baremetal
* calls a few nova extensions (os<config-drive, os-networks...) * get image metadata using glance client {..17 macs_for_instance()
* get ref to flavor if passed in _build_instance() * build and return mac for hyper instance
* call nova. compute. api.create( ) ﬁ / / * call driver.get_avail_nodes| * if None returned it will be done automatically
r t BDM from DB spawn(} PER VIRT DRIVER HYPER
[2] / R4 e R R e [ |2 imﬂaiqmﬂu files /'a:J [sample considerations]
nova.compute.api Smf’d"”e run_instance(}- || * driver.macs_for_instance| * verify vm does not exist
crefl‘fb[] * run fitters as peﬂr_pev‘a .conf settings .'I * _allocate_network() e e
_create_instance() 23{2&2{;1{: :ﬁr:nﬁs[tﬁme on manager | :‘ calls into nova.network.api Luse hyper APIs to create new VM
* get image details image Ref using glance diefit (boot image) - _setup_block_device_map specify ram, cpu, etc
* get vol details BDM using cinder client (boot from vol] - - ** expand BDMs * attach root disk to vm
* validate & default some params A ** if snapshot + vol, call into i te() new vol * create iSCSI controller
* save instance state to DB A i * create and plug VIF
* call conductor to schedule instance e }which calls attachi} * setup config drive
o .
nova. network neutronv? api
allocate_for_instance()
* if network is given, call into neutron client to show_port{)
nova.image.glance (client) nova.volume.cinder (client) * validate hypervisor MACs if given against port
details(} get(} show_paort(} * calls _get_available_networks(}
* call into glance using REST API * call into cinder to get vol using REST API * call into neturon using REST API * if sacurity groups is given, call into client to list_sacurity_groups()
showt() create() list_security_groups() ** collect security groups based on params passed into method
* call into glance to show using REST| | * call into cinder to create wol * call into neutron REST to list sec groups \\'fnraachn&hmrk
check_attachi) list_networks(} \\-\ ** update desired ports using client update_paort(}
* call cinder check attach REST AP| * call into neutron REST to list nets ** create ports as needed using client create_port.. includes security, mac, etc.
attach() upedate_port() * return a Nework modie object with updated network info
* call inder attach REST API * call into neutron to update a port \ _get_available_networks(}
craate_port() * call into neutren client list_networks()
T T * call into neutron to create a port * fiker based on project + shared + 1D if given
| |
| I .
| | |
A" Y W

Glance Service Cinder Service Neutron Service
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nova.virt.libvirt.driver

e Entry point for nova to provision and describe
the VM instance in terms libvirt can understand.

— Nova API -> scheduler -> manager -> driver -> config

* Plug-in object is instantiated via an import, and
appropriate driver hooks to plugin objects

— nova.virt.libvirt.sriov (plugin namespace)
* Plugin initialized with two lines of code:

from nova.virt.libvirt import sriov

sriovObj = sriov.SRIOV Plugin()
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nova.virt.libvirt.config

* Responsible for building libvirt. XML, and providing
metadata/attributes needed for the driver to
attach/detach devices during VM creation

* LibvirtConfigGuestinterface is the
default class that manages

LibvirtConfigObject

adding/removing network devices

+ LibvirtConfigGuest

+ LibvirtConfigGuestDevice

+ 4+ + + 4+ +
1 1 1 1

LibvirtConfigGuestDisk
LibvirtConfigGuestFilesys
LibvirtConfigGuestInterface
LibvirtConfigGuestInput

- LibvirtConfigGuestGraphics
- LibvirtConfigGuestChar

+- LibvirtConfigGuestSerial
+- LibvirtConfigGuestConsole
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LIBVIRT.XML

>OpenStack Foundatior
Stack Hov

Read File Prev Page Cut Text
Next Page UnCut Text
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Injection Routine

* Once plug-in hook is loaded, the initialization
functions (spawn, resume, suspend, etc.)
functions need to call the plug-in to attach
SR-I0V device or MACVTAP interface

def attach(self, dom, flags, state, power_state, libwvirt):
LOG.info( "Attaching " + self.SRIOWInterface.network_type + " Device”)
if state[dom.info()[@]] == power_state.RUNNING:
flags |= libvirt.VvIR_DOMAIN AFFECT LIVE
dom.attachDeviceFlags(self.to xml(), flags)



MACVTAP

The current development platform does not
have SR-IOV hardware as PCI pass through
modules installed.

To achieve similar capability, use MACVTAP

Direct interface, uses virtio driver interface
and bridges to network device

Supports live migration of VMs
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Results

VM now has second device that has its provided route and increased
performance capabilities (as it directly writes to hardware registers)
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Benefits of SR-IOQV for HPC
Networking

* Lower CPU utilization (by up to 50%)
* Lower network latency (by up to 50%)
* Higher network throughput (by up to 30%)

* Best suited for specialized workloads where
high volume traffic is generated for HPC
workloads.

Estimates based on performance reports by Microso ft Hyper-V team
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