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DOE’s high-performance network (HPN) user facility
optimized for enabling big-data science
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Provides connectivity to
all of the DOE labs, experiment sites, & user facilities (> 34417 users)
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Our vision:

Scientific progress will be completely
unconstrained by the physical location of
instruments, people, computational resources, or
data.
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Global partnerships and network connections key to
meeting mission

® _ ASGCNet 10G

KREONET/KREONet2-KRLight 30G

Missouls W oo 10G

—_
jord
ANA-300G 100G
ANA-300G 100G
00G

Call

80% of carried traffic originates or terminates outside t

# Boa Vi

he DOE complex

Serve all interests: Commercial peers, private peering with popular cloud
providers, R&E networks worldwide, regionals, universities, agencies etc.
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An ~exabyte network today

Yearly aggregate traffic in PB carried by ESnet 910PB in
L CY 2018

750

~10x growth
every 4 years

Petabytes

2005 2010

0
995 2000

Year
exponential traffic growth over past 28 years
measures ingress or egress only, not traffic per link o
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Global science collaborations like LHC depend on

high-speed networking for science discovery
Example 1: High/Energy Physics / Large Hadron Collider Science

ESnet supports high-performance data movement to/from LHC in
CERN, Switzerland to FNAL and BNL (Tier 1 sites) and 20 other

universities Discovery of




LCLS

Event Timing

DAQ Readout Nodes Event Builders

1TBIs

Data Reduction Pipeline
(1 instance per instrument, 8 total)

LCLS-Il XFEL: aggregate detector
data, EPICS data, beamline data

FFB Layer ("WVRAM)
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HPC workflow: 1) psana for data
marshalling 2) C++ Parallel-STL
& Halide for Image processing 3)
SSI0 services store & organize
Online System 110 GB/s - 1TB/s images kemels
(1 instance per experimental hall, |

2 total)

NGF / Lustre: Offline from HDF/XTC files.

HPC System with SDN & Burst Buffer
Supporting
(1) file-based transfer path
(2) stream-based data transfer path

10 GB/s - 1TB/s

Peak Throughput (prior to data reduction) Border Network
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New instruments, more data: NCEM 4D-Stem
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Science Data ‘Tsunami’ driving network transformation

Network - (End-to-End)
Performance Data Workflow
Human )

- Automation
manageable
Experience (gut) - Analytics
Driven Driven
Fixed/ - Flexible/
Scheduled Interactive

11

Science DMZ
perfSONAR

OSCARS

my.es.net Portal

Successful initiatives
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Learning from nature:
Infe fy the underlying design pattern

@ ESnet
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Design Pattern #1: Protect your Elephant Flows

@ ESnet
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ESnet is built to handle science’s ‘big’ data whose
traffic patterns differ dramatically from the Internet
23
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Elephant science flow’s performance suffers in case
of loss in the network

Result
Physical pipe that 99.9954% of
leaks water at rate water
of .0046% by transferred,
volume. at “line rate.”
)
Result
, 100% of data
Network ‘pipe’ that °
transferred,
drops packets at > (% slowlv. with
rate of .0046%. Y
upto 20x
slowdown
essentially fixed ) . Through careful
— maximum segment size " 1 engineering, we
round-trip time v/ packet-loss rate <« can minimize

] packet loss.
determined by
speed of light
Assumptions: 10Gbps TCP flow, 80ms RTT.

See Eli Dart, Lauren Rotman, Brian Tierney, Mary Hester, and Jason Zurawski. The Science DMZ: A Network Design Pattern for Data-
Intensive Science. In Proceedings of the IEEE/ACM Annual SuperComputing Conference (SC13), Denver CO, 2013.



Experimental results support the requirement to
have a lossless network for high-performance

Throughput vs. Increasing Latency with .0046% Packet Loss

10000
-

o v,
‘ ] I - o
9000 4\ } N

m—

International

20x performance gap due to

1 packet lost in 22000
packets (0.0046%)

Continental

Throughput (Mbps)

0 10 2 30 n &0 A 10 80 90 100
Round Trip Time (ms)
Measured (TCP Reno) Measured (HTCP) Theoretical (TCP Reno) Measured (no loss)

See Eli Dart, Lauren Rotman, Brian Tierney, Mary Hester, and Jason Zurawski. The Science DMZ: A Network Design Pattern for Data-

17 Intensive Science. In Proceedings of the IEEE/ACM Annual SuperComputing Conference (SC13), Denver CO, 2013.



Design Pattern #2: Unclog your data taps

@ ESnet
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Problem and Solution explained illustratively

Big-Data assets not optimized for
high-bandwidth access because of
convoluted campus network and
security design

19 4/25/19

A deliberate, well-designed architecture
to simplify and effectively on-ramp
‘data-intensive’ science to a capable
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Set right expectations with applications

Data set size
10PB
1PB
100TB
> 100Gbps
10TB
1TB
100GB 100Gbps
1 OGB < 10Gbps

1GB
100MB - 100mbps

This table available at:

1,333.33 Thbps 266.67 Tbps 66.67 Tbps 22.22 Tbps
133.33 Thps 26.67 Tbps 6.67 Tbps 2.22 Tbps
13.33 Tbps 2.67 Tbps 666.67 Gbps 222.22 Gbps
133 Tbps 266.67 Gbps |66.67 Gbps 22.22 Gbps
133.33 Gbps | 26.67 Gbps  |6.67 Gbps  2.22 Gbps
13.33Gbps | 2.67 Gbps 666.67 Mbps 222.22 Mbps
133 Gbps 266.67 Mbps | 66.67 Mbps 22.22 Mbps
133.33 Mbps I 26.67 Mbps 6.67 Mbps 2.22 Mbps
13.33 Mbps 2.67 Mbps 0.67 Mbps 0.22 Mbps

1 Minute 5 Minutes 20 Minutes 1 Hour

Time to transfer

http://fasterdata.es.net/fasterdata-home/requirements-and-expectations/

20 4/25/19
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Emerging global
consensus aroun
this

architecture.

>120 universities in the US have deployed
this ESnet architecture.

e

NSF has invested >>$S120M to accelerate
adoption.

Australian, Canadian, NZ, and other global
universities following suit.

http://fasterdata.es.net/science-dmz/




Integrate and automate ScienceDMZ’s for
collaborative science (PRP = NRP)

Pacific Research Platform

Pacific Wave CalREN HPR
CENIC

Y

NASA Ames/
NREN

PRP Participants
O CC-NIE awardee
O non CC-NIE awardee

s )
'/ Internet2
\ Seattle (

CANARIE

PACIFIC WAVE
KBONI

PRP Partners include:
Univ. of Hawaii System
Montana State Univ.
Northwestern Univ.
NCAR
MREN
StarLight
uiC
Chameleon
UvA
AARNet
KISTI/KREONet
Univ. of Tokyo
NCSA
Clemson Univ.

San Luis
Obispo

Note: this diagram represents a subset of sites and connections. v1.16 - 20151019
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YOU WANT YOUR COUSIN To SEND YOU A FILE? EASY.
HE CAN EMAIL IT TO— ... OH, ITS 25 MB? HMM...

}
DO EITHER OF YOU HAVEE AN FTP SERVER? NO, RIGHT.
\
IF YOU HAD WEB HOSTING, YOU CoULD UPLOAD IT...

)
HMM. WE COULD TRY ONE OF THOSE MEGASHAREUPLOAD SITES,
BUT THEYRE FLAKY AND FULL OF DELAYS AND PORN ROPUR.

(
HOW ABOUT AIM DIRECT CONNECT ? ANYONE STILL USE THAT?

\
OH, WAIT, DROPBOx!. 1T’ TS RECENT STARTUP FROM A FEW
YEARS BACK THAT SYNCS FOLDERS BETWEEN COMPUTERS.

Design Pattern #3: o AT NEEDD K VAT, S5 T
Prepare your data OH HE ST 00

WITH A USB DRIVE?
/

UH, CooL, THAT

WORKS, TOO.

cannons

T LIKE HOW WEVE HAD THE INTERNET FOR DECADES,
YET "SENDING FILES" IS SOMETHING EARLY
ADOPTERS ARE STiLL FIGURING OUT HOW TO DO.

23 4/25/19



Dedicated Systems — Data Transfer Node

* Set up specifically for high-performance data movement
— System internals (BIOS, firmware, interrupts, etc.)
— Network stack
— Storage (global filesystem, Fibrechannel, local RAID, etc.)
— High performance tools
— No extraneous software

* Limitation of scope and function is powerful
— No conflicts with configuration for other tasks
— Small application set makes cybersecurity easier

@ ESnet

© 2015, Energy Sciences Network




Well-tuned Data Transfer Nodes

Petascale DTN Project

November 2017
L380 Data Set

Gigabits per second
(min/avg/max), threeL380 Data Set

transfers

NERSC DTN cluster

Globus endpoint: nersc#dt
Filesystem: /pejan#dt

25

4/25/19

ALCF DTN cluster

Gabefsibimdpiat: alcf#dtn_mira

FilesyAleBF /projects

March 2016

440.5 Gbps8.4

/b ps Gbp
41.0/7-3 Gbps) 43134 Gbps; 3 :11.1 Gbpsse 8 OLCF DTN cluster
bps ps Gbp Globus endpoint: olcf#dtn_atlas
/ les! Istﬁpd'tatla
_ 6.7 Gbps cr#dtn_atlas
35 9/355.\9__9}b5)o 2C.0iou.h135.5 OLCF
S T Ghes
. 6Gb 13.3 Gbps
. ps 2/43.4/50.3
23.1/33.11%9.1 /GS !
Gbps ps
a set: L380
8.2 Gbps Ei%:itgi?? gu ?:;::e:;;s.gao
Other files: i i .
55 4/5 7/57 4 Total byte§: 444%§§;§;§;:§Aéliytes)
6.8 Gbps ps 6.9 Gbps Smallest file: 0 fkytes 14%«:’%%'%954)442781796482 (4.4T bytes)
\ 73471369 Largest file: 11330Pp24R RS G'Sytes (0 bytes)
21.2/22.6/24.5 . Zz::s;istrib“tionl.:argest file: 11313896248 bytes (11G bytes)
Gbps Gbps 1 - 10 bytdge fighgibution:

nc

A
NCSA DTN cluster
Globus endpoint: ncsa#BlueWaters
Filesystem: /scratch

10 - 100 bytes: 1lgf1dd bytes: 7 files

100 - 1K bytes: 530¢n1df0 bytes: 1 files

1K - 10K bytes: 3190 rillK bytes: 59 files

10K - 100K bytes:1K560 0K deytes: 3170 files

100K - 1M bytes: 28K7 £illR@K bytes: 1560 files

1M - 10M bytes: 330DKEilelM bytes: 2817 files

10M - 100M bytes:1§800 fMesytes: 3901 files

100M - 1G bytes: 295 £illgoM bytes: 3800 files

1G - 10G bytes: 1¢$pMfilesg bytes: 2295 files

10G - 100G bytes:;3 Lilgf bytes: 1647 files
10G - 100G bytes: 3 files




Data movement software keeps on improving:
from 1 PB/week to 1 PB/day (approx.)

HOME > OSCARS »

SLAC latency loop - 1 of 2 - OVERRIDE - VLAN 1700

atla-cr5

$d
oJ

5e

B
Bs
!

N
&

ESnet's Network, Software Help SLAC Researchers in Record-Setting Transfer of 1 Petabyte of Data

Using a 5,000-mile network loop operated by ESnet, researchers at the SLAC National Accelerator
Laboratory (SLAC) and Zettar Inc. (Zettar) recently transferred 1 petabyte in 29 hours, with encryption
and checksummingL beating last year's record by 5 hours, almost a 15 percent improvement.

09 AM 12PM 03 PM 06 PM 09 PM Thu 27 03 AM 06 AM 09 AM 12PM 03 PM 06 PM °

@ ESnet
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Design Pattern #4: Keep flossing the network

@ ESnet
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perfSONAR:
continuous active monitoring of network

Source Destination Report range

perfsonar.nssl.noaa.gov perfsonar.gfdl.noaa.gov € ‘ ‘ 3 days j > ‘
140.172.25.4 140.208.63.246 S S
Host info v Host info v Sun 07/09/2017 to Wed 07/12/2017

07:55:09 (GMT-4) 07:55:09 (GMT-4)

;?

4

=]

Q

<

[}

=}

<}

£

3

a

R H

124 n

[} 1 -

= : i Gl.ils

3 g; g '-=':_§-'= i

4 s H R 3T ]
e} . . %’ A e H
8 i i IR Y AR T ]
;?

2

[}

1S

5

o

k)

g

12PM 06 PM Mon 10 06 AM 12PM 06 PM Tue 11 06 AM 12PM 06 PM Wed 12 06 AM

Improving things, when you don’t know what you are

doing, is a random walk.




Another example, perfSONAR monitoring (contd.)

perfSONAR BWCTL Graph
perfS‘NAR MTU Changed to TCP Window settings
9000 changed
roughput test between Source: nersc-ptl.es.net(l98.129.254.22)\- Destination: Graph Key
198.125.240.244(198.125.240.244)
. Src-Dst throughput
4G ' > - Dst-Src throughput
MTU = 1500 on 2
10G Host 5 26
1% |
\—
12Apr 13Apr 14Apr 15Apr 16Apr 17Apr 18Apr 19Apr 20Apr 21Apr
Time
10s BWCTL TCP Testing
1 month ->

<- 1 month

Timezone: GMT-0400 (EDT)

@ ESnet
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Worldwide adoption (2000+ servers visible)

S &

Greenland
e

& i
o
Alg

&

<

X

 rapuatiew

http://stats.es.net/ServicesDirectory/
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The “Science DMZ” Design Pattern

NAR

les fault isolation

fy correct operation
ely deployed in ESnet
d other networks, as
well as sites and facilities

Data Tra
* High pe
* Configu

for data

to redesign
network

@ ESnet
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Emerging Design Pattern #5: End-to-end, multi-
domain science infrastructure

@ ESnet
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End-to-End means more than the network

Experiment
™\ r----1% Resource

- {Compute / Storage]\ === (-P[ Network Resource Manager ]
! Resource Manager : o i

_____________________ : A : - - :
'
"""""""""""""""" ’[ Resource Orchestrator ]‘"""I
% Network of
' Facilities
Application Workflow
-34-

@ ESnet




End-to-End means more than the network

Experiment
r=---1% Resource
i ’[Compute / Storage]w === (-P[ Network Resource Manager | b l Manager ) |
Resource Manager I E @ !

. [Capabilities, Availabilty, N — . | _
. Confirmation, Status v \ ATLAS /
| Resource Orchestrator ]‘
% Network of
Requests Credentials> : Facilities

Interconnected

Application Workflow

Compute Storage Network Instrument
OO - - - - ey ey~
e

@ ESnet
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ExaFEL: A science example of the Superfacility

model =,
(P
\\—

EXASCALE COMPUTING PROJECT

LCLS Data Transfer _{ SENSE ), ___ SDN for End-to-End
Workflow Orchestrator | v { Networking @
SENSE SENSE DTN-
[ Network-RM } [ } Exascale (SENSE)

! Aggregate detector data, EPICS - Exascale HPC
1 data, beamline data - LcLs
LCLS 1 selection and compression Softwhre ETH Routers Burst Buffer nVRAM: Streaming Analysis
- |
.....
|
|

I I
| . |
| : |
| - |
Compressor Nodes . 1 - 1
Event builder nodes -
1 . |
PGP 1 . 1
FFB Layer .
(nVRAM) | . |
PGP
PGP

7 O

I 1
] 1 |
1 1 ESNET 1
| ] | |
Beam 1 1 / b/ 1
Line . P 10 GB/s - 1Tb/s
Data | Online Monitoring & FFE Nodes | | NGF / Lustre: Offline from HDF/XTC files.
1 | 1
1TB/s 1

ExaFEL Data Flow
@ ESnet



Emerging Design Pattern #6: Data Driven
Analytics and Learning

@ ESnet
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Usually alert when something is broken...

...and then get expert help

@ ESnet
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Network Analytics

* Data being generated by the network every few seconds but
not analysed or available for real-time analysis

— The ability to ask questions of historical network data, and
get answers
— The answers updated with new data in near real-time

— SNMP data, Flow data, Topology data, etc..

* Smart Cities, loT, Smart Grid — have common problems

@ ESnet
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Deeper visibility and data-driven decisions: its about
telemetry and analytics

On-demand analytics

Streams telemetr infrastructure
ry e i

SNMP Collection | | Google
System Pubsub

e Real-time telemetry from
the network

* netbeam platform: Using Apache
BEAM and Google Cloud Platform

e Both Batch and Stream
processing in parallel

* In production for ESnet SNMP data




Emerging Design Pattern #7: Collaborations
produce unexpected result

@ ESnet
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Collaboration between Earth Science and
Networking

,‘_.yf""“_ \

U

& ESnet
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Epicentral Distance (km)

7757

4368

3765 |

3149

2813 [

463

103

108

- M7.1, Peru (x20)

M7.5, Honduras (x2)
| Jan-10-2018
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MIII
ol

M4 .4, Berkeley, CA
Jan-04-2018

e . 1 !
L S L i ]

. M5.7, Mendacino,
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’ BPf-00101hzn4p2

‘“ BP f=0.01-0.1hznd4p 2
AN il

'NM” l.l*qu M.‘.‘ﬂ-“'\’,.ﬂ"&‘ﬂ%-“* 'M,,WMA\WM# Wit
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Jan-14-2018 H

Try crazy ideas!

4 . | BP f=0.1-0.4 hzn 4 p 2
N !
, 8Pf-0104hzn4p2
0 500 1000 1500 2000

Time (seconds)

| Dark Fiber Lays

Groundwork for Long-
Distance Earthquake

| Detection and

Groundwater Mapping

| (Nature’s Scientific

Reports, 2019)

https://newscenter.Ibl.gov/2019/02/05/
dark-fiber-lays-groundwork-for-long-

{ distance-earthquake-detection-and-

groundwater-mapping/

https://www.nature.com/articles/
s41598-018-36675-8




Impact of Filtering on Event Signatures

e Challenge : presence of significant random and correlated noise sources
* Vehicle traffic useful for Vs inversion, bad for EQ seismology
* Initial lowpass (30 hz top) removes some optical noise
e Below5 Hz, EQs relatively clear, challenge is distinguishing cars from small EQs

D o of
b«\%\%

3912

Clear Lake
39°00'

M4.2 The Geysers
2018-Jan-18

38°48'
38°36'
38°24'
38°12'

38°00' I

37°48'

Santa Rosa

37°36'

37°24'

106 km

Woodland

82" Sacramento I

Berryessa

103 km

S
g oo

Stockton

M4.4 Berkeley
2018-Jan-04

San Jose

44 4725719

b

| (f <5 hz)
110’“5

M 4.2 The Geysers

Moving Vehicl

(f< 30 hz

Origin Time = 9:50 pm Local Time

it

JU

100

200 300 400

500

Time [seconds]

700 800 900

C

M 4.4 Berkeley
(f<5hz)

WTO pm/s

Moving Vehicles
(f<30 hz)

Origin Time = 2:29 am Local Time

*Jr

100

200 300 400

500 600

Time [seconds]

700 800



What’s next?

@ ESnet
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Science Data ‘Tsunami’ driving network transformation

Initiatives in progress

Network (End-to-End) SENSE
- Data Workflow
Human :
: Machine Learning
Experience (gut) Analytics
ESnet6 Telemetry

Fixed/ Flexible/ ESnet6 Architecture

46

ESnet6 Orchestration




ESnet6: ESnet’s next-generation network

Mission Need

1. Capacity 2. Reliability and cyber-resiliency 3. Flexibility

* Innovative architecture on nationwide dark fiber

 Automation and programmability planned as key features

@ ESnet




ESnetb abstract architecture

Intelligent Services Edge

Scalable Switching (“Hollow”) Core
Programmable — Software driven APIs
Scalable — Increased capacity scale and flexibility
Resilient — Protection and restoration functions

Flexible —
Data plane
programmable

Programmable —
Software driven
APls.

Dynamic — Dynamic instantiation of services

Orchestration

Measurement and Monitoring




ESnet6 software automation architecture

i User input Acticln trIgger User Out;Iut
K v | [ ’f

Computq Analytics

I Orchestration licati .
orchestration 4 | Aep '}amf‘s B analytics & ML
Change l

Consume
. > D! >
Unified Data —;"_“”—"‘W [ D
etwor Historical
Model Model e o
_______________ I“L .. == A A
Model i Actual Templates Store Store
Provisioning active Batch
Engine Data Data
A
Provision Discovery

T Consume T |

provisioning
l * 4 Publish
Mediation ( SRS ) ( v Qtore -
’ Provisioning Agents ’ ‘ Collection Agents }—— —»  Backup
\ | A : ) A : . storage
Configuration l Inventory Telemetry
’ API| Driven Network ‘
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When will | get home?
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High-precision telemetry: deep insight into flows

Jupiter with the naked eye

Per flow, high-precision telemetry

Per packet-metadata tracking (e.g.
timestamp, ingress location, etc)

10 ns precision in timing

Jupiter Close Up

Use high-fidelity data to get better insights and
analytics:

® Packet Microbursts

® Path deviations ( RTT and Delay )

Security / anomaly detection

Head of Queue Blocking

Many others...



Machine Learning applied to network telemetry
data — learn, understand and optimize

Understanding which sites High-Speed classifying of big Prevent congestion and links
are busiest at different times and small flows to redirect failures by anticipating traffic
packet routes 24 hours in advance

Markov Decision Processes Gaussian Mixture models, LSTM-autoencoder models,
and Bayesian approaches other feature extraction other classical time-series
methods (PCA, k-means) models (ARIMA, Holt-Winters,

Box-Jenkins)

* Advancing network research and operations (with DL and non-DL approaches)
* Scaling solutions to our network complexity

@ ESnet




Acknowledgements to the ESnet team!
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Networks are the circulatory system for digital data

1. ESnet facility is engineered and optimized to
meet the diverse needs of DOE Science

2. We aim to create a world in which discovery
is unconstrained by geography.

3. An effective network design and application
interaction is extremely important to
accomplish the end-to-end vision

@ ESnet
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Thank you.

Imonga@es.net

@ ESnet




